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Abstract

Today, all commonly practiced magnetic resonance imaging (MRI) reconstruction methods assume that the magnetic field created by
the gradient coils is everywhere truncated by a dominant static uniform magnetic field. However, with the advent of SQUID detected
MRI at microtesla fields, the opposite limit attracts attention, i.e., image formation in the unperturbed tensor field of the gradient coils.
Here, we show by numerical simulations that, in principle, it is possible to reconstruct the image of an object in the absence of a uniform
static field, working with the same gradient field setup as used in conventional MRI. Our calculations show that this approach could
increase the image resolution limit attainable at low fields with a minimal incorporation of additional hardware and pulse sequences.
� 2006 Elsevier Inc. All rights reserved.

Keywords: Low-field MRI; Concomitant field gradient
1. Introduction

Magnetic resonance imaging (MRI) is based on the use
of inhomogeneous or ‘gradient’ fields supplementing on an
otherwise uniform and time invariant magnetic field. These
additional fields are created by ‘gradient coils’ designed to
alter the magnetic field amplitude along a pre-selected
direction without changing the direction of the total field.
The result is a relation between the resonance frequency
and the spatial location, which—ultimately—makes it pos-
sible to reconstruct the image of the object [1].

From the viewpoint of classical electrodynamics, this
scheme may seem, at first sight, not feasible. In the absence
of free currents, Maxwell’s equations predict that every-
where in space the curl and the divergence of a magnetic
field must vanish. Therefore, regardless of the geometry
and position of the gradient coils, it is impossible to gener-
ate a magnetic field that locally only changes its amplitude
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without also altering its direction. Of course, the field of a
‘gradient coil’ indeed has not only components parallel to
the uniform field, but also such perpendicular to it. The lat-
ter are sometimes referred to as ‘concomitant gradients’
[2,3]. However, if the amplitude of the uniform field is
much larger than any component of the total field created
by the gradient coils (which is described by a tensor), the
non-secular components become negligible to first order
in the description of the spin evolution. These non-secular
components are of course exactly the concomitant gradi-
ents. In the general case, obviously, they must be taken into
account.

Traditionally, there has been a drive to uniform mag-
netic fields as intense as technically possible because the
amplitude of the resonance signal grows nearly quadrati-
cally with the field intensity. During the last years, how-
ever, several research groups have explored an inverse
path in which, systematically, the field amplitude is
reduced. As a matter of fact, there are several reasons
that justify this tendency [4]. In the first place, image
distortions due to local changes of the sample susceptibil-
ity—very common in biological samples—disappear
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Fig. 1. Sketch of our virtual setup. The main magnetic field is created by a
saddle coil. The sample, located in the shaded central region, is assumed to
be thin compared to the dimension of the saddle coil perpendicular to the
sample plane (in this way, field components perpendicular to the sample
can be safely neglected). Detection is carried out along the y-axis by a
pick-up coil (gradiometer configuration) inductively coupled to a SQUID.
Spin evolution is manipulated by dc-field pulses due to three orthogonal
Helmholtz coils surrounding the sample. A pre-polarization coil is also
used to create an initial spin alignment along any desired direction. For
simplicity, neither of these last coils has been displayed in the picture.
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linearly with decreasing field. Further, the reduction of
the irradiation frequency accompanying the smaller fields
makes it possible, e.g., to image the content of metal-
shielded systems, which, otherwise, would remain invisi-
ble at higher frequencies. Finally, practical considerations
make low-field MRI particularly attractive: for example,
the inherent simplicity of low-field electro-magnets could
lead to portable imaging systems or devices with wide-
open geometry in addition to reducing associated costs.
This has been shown by Macovski and collaborators
who employed pre-polarization methods in relatively
inhomogeneous fields to obtain images for medical use
[5,6]. In the same direction, hyperpolarized xenon-129
and helium-3 MRI has been demonstrated by several
groups [7,8] at fields that do not demand superconducting
magnets and quite recently has been applied to image
human lungs [9,10].

In particular during the last decade, the use of Super-
conductive Quantum Interference Devices (SQUIDs) has
led the way to field detection at nearly arbitrarily low fre-
quencies. For example, it has been shown that it is possi-
ble to carry out high-resolution NMR spectroscopy in
fields as low as 5 · 10�2 gauss [11,12] and, more recently,
the SQUID has also been used to obtain magnetic reso-
nance images in fields of only 1 gauss [13–16]. Here, we
explore the theory of schemes aimed at reconstructing
images in the limit where the static field does not truncate
the transverse components of a field generated by a gra-
dient coil. (For brevity’s sake, we will use from now on
the term ‘gradient field’ to indicate the total magnetic
field created by a gradient coil.) Implicitly, we assume
that a SQUID is used for signal acquisition, but other
detection schemes (e.g., atomic magnetometers [17]) could
be used equivalently. Two different approaches are dis-
cussed, both of them utilizing the fact that the rotation
symmetry of a curl-free field can be broken by means
of r.f. irradiation and/or pre-polarization in a homoge-
neous field. The first ansatz is based on temporal averag-
ing of undesired gradient field components such that an
average Hamiltonian can be formulated that only con-
tains fields in one spatial direction [18]. In the second
scheme, we encode the initially missing information into
Fourier coefficients and devise a protocol that allows us
to determine these coefficients.

In both cases, our images will be the result of numerical
simulations. However, we will always indicate the underly-
ing physical array and we will also discuss some issues
related to the practical implementation of the schemes.
For simplicity, we will concentrate here on the case of
Golay gradient coils [19] and we will restrict our analysis
to two dimensions. However, it will soon become apparent
that both methods could be extended to three dimensions if
necessary. An approach resembling the first scheme has
been used in the past to render planar a radial radio-fre-
quency field gradient. This scheme has been used in the
context of radio-frequency-gradient spectroscopy to select
specific coherence pathways [20,21].
2. Scheme 1

Consider the (fictive) setup depicted in Fig. 1. A Golay
coil equivalent to those used in a standard imaging device
generates a static non-uniform magnetic field. The system
has three mutually orthogonal solenoids that create intense
and uniform magnetic pulses along any desired direction
(not shown). For simplicity, we will assume here that our
sample is thin—i.e., expansion along one dimension is neg-
ligible—and that it is contained in the shaded region in the
center of the array. Nearby, a coil coupled, e.g., to a
SQUID picks up the signal of the precessing nuclear mag-
netization. A pre-polarization solenoid (not shown) com-
pletes the setup. In this case, we will assume that it is
oriented perpendicular to the sample plane although, in
general, this is not necessary. Notice that, with the excep-
tion of this last coil (inherent to pre-polarization based sys-
tems), the number of coils used is the same as in a high-field
imaging system.

The magnetic field due to the saddle coil at each point
(x,z) in the sample region can be described by the relation

~Bðx; zÞ ¼ gðzx̂þ xẑÞ; ð1Þ
where g indicates the (constant) amplitude of the gradient
field. This is readily derived from the condition that curl
ð~BÞ ¼ 0 and the fact that the gradient coil is designed in
a way to create a linear gradient oBz

ox ¼ g ¼ const. Fig. 2A
shows the resulting field. The magnitude of the field
increases linearly with the distance r to the center of the set-
up. Along a ring of fixed radius, its direction varies linearly
with the angle.

The Hamiltonian of an uncoupled spin in the presence
of this magnetic field writes

H ¼ c~B �~I ¼ xrðIx sin hþ Iz cos hÞ; ð2Þ



Fig. 2. (A) Magnetic field geometry in the sample region. The field
magnitude is zero at the center and increases linearly with the radius.
Along a given ring, the change in the field direction is proportional to the
angle. (B) Black arrows now indicate direction and magnitude of a virtual
‘‘average field’’ resulting from the superposition of the original magnetic
field (gray arrows) and a second one in which, at all sites, the component
along the x-axis has changed sign (reflection about the z-axis). The
resulting field points along the z-axis and its magnitude changes linearly
along x. Although a field like this one is not physically achievable, this will
be the field experienced ‘‘on average’’ by the spin system if a train of p-
rotation pulses is applied during the evolution (see text).
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where xr ¼ cg
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ z2
p

, tan h = z/x and c denotes the gyro-
magnetic ratio. Formula (2) implies that the resonance fre-
quency only depends on the radial distance to the center of
the array, i.e., the frequency spectrum only contains infor-
mation about the distance from the center, but no angular
resolution.

This lack of information can be overcome by eliminating
one of the vectorial components in (1); the resulting mag-
netic field varies linearly over the sample without altering
its direction (exactly as in the presence of a truncating
field). As shown in Fig. 2B, this is the situation if we super-
impose at each point in space two magnetic fields: the ori-
ginal one and another that we will call reflected field,
obtained at each point after a reflection on an axis, for
example, the z-axis. In Fig. 2B, the resulting field points
along the z-axis and its magnitude changes linearly with
x. This operation has rendered Cartesian the original cylin-
drical symmetry and, in principle, allows us to obtain a
one-dimensional image of the object, in this case, perpen-
dicular to the reflection axis.

Such ‘reflected fields’, however, are not curl-free and
therewith not physical. But it is possible to induce the effect
of reflection if p pulses along a pre-selected axis are applied
during the spin evolution. The formal description of this
idea follows below. Let us consider the scheme of Fig. 3.
The initial preparation of the system is followed by a train
of short and intense p rotation pulses along the direction x̂0,
separated by a time s. If the acquisition is done stroboscop-
ically following every other p pulse (see figure), the evolu-
tion operator U evaluated at the n-th cycle satisfies the
relation

Uð2nsÞ ¼ ½Uð2sÞ�n; ð3Þ

where

Uð2sÞ ¼ expð�iHsÞ expð�ipIx0 Þ expð�iHsÞ expð�ipIx0 Þ:
ð4Þ

Explicitly rewriting the Hamiltonian and using the Magnus
expansion, we get

Uð2sÞ ¼ exp �icsðBx0Ix0 þ Bz0I z0 Þð Þ expð�icsðBx0Ix0 � Bz0 Iz0 ÞÞ
¼ expð�i2cs~Beff �~IÞ

ð5Þ

where [22,23]

~Beff �~I ¼ Bx0Ix0 þ
cs
2

Bz0Bx0IY þ Oðs2Þ: ð6Þ

Notice that, as deduced from Eq. (5), the result of applying
p pulses can be interpreted as a ‘‘reflection’’ of the field
component perpendicular to the pulse direction during half
of the evolution interval. When the inter-pulse spacing is
much smaller than the inverse of the maximum frequency
created by the gradient coil, the effective value of the field
converges to the desired average (first term in the series
of Eq. (6)). As expected, the average field points along
the direction of the pulses. To find out the direction of
the gradient, we rewrite Bx0 in the unprimed reference
frame. It is simple to show that

Bx0 ¼ Bx cos hþ Bz sin h ¼ gðz sin cþ x cos cÞ; ð7Þ
with c ¼ p

2
� h. Thus, the effective field magnitude is given

by

~Beff �~I ¼~geff �~xIx0 þ OðsÞ; ð8Þ
where~geff ¼ gðcos c; sin cÞ and~x ¼ ðx; zÞ. This result implies
that when the train of uniform field pulses is applied along
a direction x̂0 ¼ ðcos h; sin hÞ, the effective field gradient
~geff—and, thereby, the projection axis of the image—points
along a direction x̂00 ¼ ðcos c; sin cÞ. Thus, this method is



Fig. 3. Pulse sequence in Scheme 1. The system is initially pre-polarized along the y-axis. A train of p-rotation dc-field pulses along a direction h
manipulates further evolution in the gradient field. The pulse repetition rate should be fast compared to the maximum local Larmor frequency in the
gradient field. Acquisition is performed stroboscopically in between pulses. Different acquisition schemes (indicated by black or grey arrows) are possible:
acquisition at the midpoint of the interval (black ink) symmetrizes the cycle canceling out all odd terms in the average Hamiltonian expansion. Acquisition
at the end of the interval (gray ink) is appropriate for a longer detector dead time.
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equivalent to projection/reconstruction with the exception
that in the present case the change in the gradient direction
is accompanied by a simultaneous change in the direction
of the (effective) field.

Fig. 4 shows that, given the right set of parameters, this
procedure yields a faithful representation of an object
(Fig. 4B). The geometry chosen was that shown in the fig-
ure inset with spins distributed on a Cartesian grid with
128 · 128 points. The simulation assumes a constant field
gradient of maximum amplitude 0.08 gauss. The pulse
amplitude was set to 3 gauss and the spacing to 0.5 ms.
The sample relaxation time was taken to be 1 s and, due
to the relatively short inter-pulse spacing, effects due to
self-diffusion were neglected. In correspondence with the
pre-polarization pulse used in Ref. [12], we assumed that
the spins were initially aligned in a direction perpendicular
to the figure plane.

Fig. 4B shows the result of a numerical simulation
obtained after 128 projections and a standard processing.
The figure correctly reproduces the spatial density of the
spin system, but it is clear that some artifacts appear as
the distance to the center increases. This effect is intrinsic
to the method of projection/reconstruction (cf. Fig. 4A,
where a simulation of the high-field case is shown). In the
present case, however, the problem becomes more acute
because the correction terms in Eq. (6) are more important
in the outer regions of the sample. In this respect it is worth
mentioning that the degree to which Eq. (8) correctly rep-
resents the effective Hamiltonian improves considerably if
the acquisition is made at half the inter-pulse interval and
not at the end (Fig. 4C). This is because the repeating unit
during the system evolution becomes symmetric and, as a
consequence, all odd terms of the Magnus expansion
become zero [22] (see Eqs. (5) and (6)). Such a scheme is
obviously advantageous as long as the inter-pulse and
acquisition intervals are compatible with the detection dead
time. We will come back to this and other practical issues
in the final section of the manuscript.

This scheme naturally extends to the case in which a
‘background’ homogeneous, time-independent magnetic
field adds to the field created by the gradient coil. This
is due to the fact that the component of the background
field parallel to the direction of the pulses will not be
removed from the evolution and will simply translate into
a frequency shift of the image projection; this shift, of
course, varies with the direction chosen for the dc-field
pulses (and scales with the projection of the background
field along the pulsing direction). The result of
simulations for background fields of different relative
magnitudes are shown in Fig. 5. For a fixed inter-pulse
interval s, Scheme 1 fails as the background field becomes
comparable or larger than the gradient field (because of
increasingly imperfect averaging). This behavior is remi-
niscent of that found in standard MRI in the opposite
limit although, unlike in this latter case, distortions can
be partially mitigated (and eventually, effectively eliminat-
ed) at the expense of a shorter s.

3. Scheme 2

To introduce the idea underlying this method, let us
start by describing the free evolution of an uncoupled spin
in the gradient field after a pre-polarization pulse. After a
time t, the density matrix of the system is given by the
relation

qðtÞ ¼ UðtÞqðt ¼ 0ÞUðtÞ�1
; ð9Þ

where UðtÞ ¼ expð�itc~B �~IÞ is the system evolution opera-
tor. Assuming that the pre-polarization pulse is applied
along the y-axis, the density matrix is (disregarding propor-
tionality constants) q(0) = Iy. Inserting this into Eq. (9), it
follows that



Fig. 4. Comparison of a (virtual) spin distribution (inset) and its image. 0.5 cm diameter disks were evenly spread on a 1 cm square grid (A) standard
projection/reconstruction in the presence of a strong and homogeneous magnetic field. The concomitant gradient is truncated. Notice, however, the typical
star-like behavior at large radii. (B) Tensor field imaging using Scheme 1 with acquisition at the end of the inter-pulse interval. The sharp peak at the center
(zero frequency) is due to imperfect averaging. (C) Same as in (B) but with acquisition at half the inter-pulse interval (see Fig. 3). (D) 2D Fourier
reconstruction obtained by a 90-degree change of the pulsing direction at a variable point in the train of Fig. 3. For (B–D), the gradient strength g was 0.12
gauss/cm (500 Hz/cm), the dwell time was 1 ms and the FID had 256 points. Twenty-five equally spaced angles were used covering the range of 0–180.
Pulses had an amplitude of 3 gauss.
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Fig. 5. Upper row: standard MRI in the presence of a uniform magnetic field of decreasing relative amplitude (and therefore decreasing fidelity). From
right to left, B0/g is equal to 6, 3, 1.5, and 0 cm, respectively. Lower row: image reconstruction using the scheme of Fig. 3 and conditions of Fig. 4C in the
presence of the same background fields as in (A). Now, however, the fidelity increases with decreasing magnitude of B0/g. The scale on the lower left
corresponds to the separation between centers of closest disks, 1 cm.
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qðtÞ ¼ Iy cosðxrtÞ � Ix cos h sinðxrtÞ þ I z sin h sinðxrtÞ:
ð10Þ

If detection is done along the y-axis, the resulting signal is

SyðkrÞ ¼
Z 1

0

dr cosðkrrÞsyðrÞ; ð11Þ

where syðrÞ � r
R 2p

0 dhnðr; hÞ is the spin density expressed as
a function of the cylindrical coordinates r and h and kr ” gt
is the wave vector. Notice that in Eq. (11), the angular
dependence of the spin distribution becomes masked be-
cause sy(r) describes only the projection of this distribution
on a ring of radius r.

When the pre-polarization is carried out along the x-ax-
is, the induced signal (along y) will be

SxðkrÞ ¼
Z 1

0

dr sinðkrrÞsxðrÞ: ð12Þ

In this case, sxðrÞ ¼
R 2p

0
dhrnðr; hÞ cos h indicating that the

projection along each ring has now been modulated by
the cosine of the angle (or the sine, had the system been
pre-polarized along z).

The expressions above can be cast in a general formalism
if we notice that, in cylindrical coordinates, the spin density is
a periodic function of the angle; n(r,h) = n(r,h + 2mp) for m

integer. Hence, we can express n(r,h) as

nðr; hÞ ¼ 1

2p

X1
�1

cmðrÞeimh; ð13Þ

with cmðrÞ ¼
R 2p

0
dhrnðr; hÞe�imh. Since, by definition, n(r,h)

is real, c�m ¼ c�m. It is then not difficult to observe that
the projections in formulas (9) and (10) are related in a
Fig. 6. Pulse sequence and expressions for the first few coefficients of the Fou
initially polarized along a given direction and a series of preparation pulses is th
pulses (see text). With each new pulse, four new coefficients in Formula (13) can
coefficients in the series. The expression for each of these coefficients has been
simple way to the m = 0, ± 1 coefficients of the series
(13). Thus, the key point in this scheme turns out to be
the fact that we can determine the rest of the coefficients
in Eq. (13) if the initial state of the spin system is properly
chosen. There are several ways to do this; among them we
will briefly describe one below.

Let us consider, for example, two experiments: in both
cases, the spins are pre-polarized along the y-axis and
evolve freely during an interval s/2. At the end of this inter-
val, a p pulse is applied, in the first case, along the x-axis
(Fig. 6). A straightforward calculation shows that—after
a further interval s/2—the signal in this case will be

S0yðkrÞ ¼ �
1

2

Z 1

0

dr cosðkrrÞ c0ðrÞ þ
1

2
c�2ðrÞ þ

1

2
c2ðrÞ

� �
:

ð14Þ

If, however, the pulse is applied along the diagonal on the
xz-plane, the signal will be

S00y ðkrÞ ¼ �
1

2

Z 1

0

dr cosðkrrÞ c0ðrÞ þ
1

2i
c�2ðrÞ �

1

2i
c2ðrÞ

� �
:

ð15Þ
Clearly, both the real and the imaginary components of
c2(r) can be determined by combining the above expres-
sions. If, in a next step, the system is initially prepared
along any other direction in the xz-plane, a corresponding
set of experiments can be used to determine coefficient
c3(r).

Expressions (14) and (15) can be rewritten in a more
compact way if we (arbitrarily) define cm(�r) = (�1)mcm(r).
In this case, we have
rier series (Formula (13), m = 0, ±1, � � �, ±5). In Scheme 2, the sample is
en applied. Detection is carried out on the first echo following the string of
be determined as a function of the signal Fourier transform and previous
listed on the right. Notice that c�mðrÞ ¼ c�mðrÞ.
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S0yðkrÞ ¼ �
1

2

1

2
F �1ðc0Þ þ

1

4
F �1ðc�2Þ þ

1

4
F �1ðc2Þ

� �
;

S00y ðkrÞ ¼ �
1

2

1

2
F �1ðc0Þ þ

1

4i
F �1ðc�2Þ �

1

4i
F �1ðc2Þ

� �
;

ð16Þ

where F �1ðcmÞ �
R1
¼1 dr eikrrcmðrÞ is the inverse Fourier

transform of coefficient cm(r).
When several p-pulses are used to prepare the initial

state (for m P 4), the situation becomes more complex
because, in general, several echoes form during the acquisi-
tion period. A detailed analysis reveals that all of them con-
tain the same information: the same coefficients can be
obtained by individually analyzing any of them. If the
inter-pulse separation s is chosen longer than the inverse
of the maximum resonance frequency in the sample, the
echoes become well-resolved in time and we can limit our
acquisition to, for example, only the first one in the string.
With these conditions, we provide in Fig. 6 the expressions
for a few low order coefficients obtained after different
Fig. 7. Phantom (A) and image reconstruction (B) using Scheme 2. The
spatial grid had 128 · 128 square voxels. Despite the simplicity of the spin
distribution, one should notice the lack of cylindrical symmetry and the
sharp edges of the bar. Two circular cross sections at different radii have
been separately represented for clarity. The appearance of oscillations in
the vicinity of the edges is induced by the discrete number of Fourier
coefficients used (a total of 25 in Formula (13)). Conditions during the
simulation were identical to those used in Figs. 4B–D. The separation
between pulses was 1 ms.
preparation pulse sequences. With each new pulse in the
sequence it is possible to determine two new coefficients
in the series as a function of the Fourier transform of the
measured signal and previous coefficients. With the excep-
tion of c0(r) (which is real), two experiments are necessary
to completely determine each coefficient. Nonetheless, one
can show that this number becomes one if two mutually
orthogonal pick-up coils are used during detection.

Fig. 7 shows an image of a grid with a model spin distri-
bution after determining 25 coefficients in the Fourier series
(m = 0, ±1 ,� � � ,±12). Notice that, even though the phan-
tom structure is extremely simple, the absence of cylindrical
symmetry and the sharp edges in the original spin distribu-
tion bring into evidence most of the features intrinsic to
this method. According to formula (13), it is clear that an
improvement in the angular resolution is only obtained at
the expense of determining higher coefficients in the series.
However, for a fixed number of coefficients, the image
fidelity is here a complex function of the radial position:
the image becomes closer to the original distribution when-
ever only a few coefficients suffice to give a good conver-
gence in the Fourier series.

4. Discussion

The practical implementation of either of the proposed
schemes of detection involves a variety of issues difficult
to cover in full length. Without trying to exhaust all possi-
bilities, it is possible, nonetheless, to distinguish some out-
standing features. For example, regardless of the detection
method chosen (such as SQUIDs, optical magnetometry,
etc.) sensitivity at very low frequencies is hampered because
in this region the 1/f noise is dominant [24,25]. In our case,
these effects will obviously affect the image quality because
the magnitude of the field tends to zero in the central region
of the sample. Hence, independently of the chosen scheme,
the field of view will in practice be deprived of this central
region, where the image will show a bright, featureless disk
(similar to the one found for different reasons in Fig. 4B).
However, with field gradients of the order of 1 kHz/cm
and typical sample sizes, the fraction invisible to the detec-
tor is small and, if necessary, can be further reduced by
increasing the magnitude of the gradient.

Possibly the most important limitation in Scheme 1 is
related to the difficulty in performing a stroboscopic acqui-
sition during a fast train of pulses (particularly if SQUID
detection is chosen). This is due to the fact that, in general,
the recovery time of the detector is longer than the one
found in a tuned circuit at high field. However, it is impor-
tant to notice that this time can vary several orders of mag-
nitude from several milliseconds to tens of microseconds
depending on the used array [26]. In this last case, the range
of useful gradients is obviously very large reaching a max-
imum of almost 10 kHz/cm. Finally, it is worth pointing
out that this scheme could be easily altered to monitor
the spin evolution in a point-by-point wise fashion. In this
incarnation, however, the scheme is not efficient because
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the dead time problem is solved at the expense of an extra
dimension in the acquisition.

If only for a moment we make aside all practical issues,
the fact that Scheme 1 is based on a projection/reconstruc-
tion-like approach to recover the sample image represents
an intrinsic disadvantage. This is because, as is well known,
the sampled points on the reciprocal space are radially dis-
tributed and thereby, the image resolution diminishes with
the distance to the center. However, it is possible to modify
Scheme 1 to make the direction of the pulses change by 90
degrees during the evolution: this would be equivalent to a
change in the direction of the gradient in a way similar to
the one used in a standard two-dimensional Fourier
scheme. In our case, a change in the direction of the effec-
tive gradient also creates a change in the direction of the
effective field, which makes the situation a bit more com-
plex. However, this is certainly a possibility and has been
included for reference in Fig. 4D.

In comparison, Scheme 2 has its own advantages and
disadvantages. In this case, for instance, the detector dead
time does not represent a relevant problem if the acquisi-
tion is initiated at the signal echo after preparing the initial
state. However, this method has two important problems.
In the first place, the relative contribution of each coeffi-
cient to the signal decays as the order m increases. This
can be clearly observed in the Table in Fig. 6 and is intrin-
sic to the way chosen here to generate the signal. (This
effect could, in principle, be mitigated if all the echoes fol-
lowing the preparation pulses are also considered when
recovering the series coefficients. This, however, is not sim-
ple and has been avoided here.) The second disadvantage is
the fact that the coefficients are determined in an iterative
way: the value of cm(r) is obtained by combining the m-th
signal and (several of) the m-1 smaller coefficients. Such a
situation is not desirable because the error increases
(almost) linearly with the order of the coefficient. In prac-
tice, this last problem could be solved by a phase cycling
on the preparation pulses to filter out from the signal all
coefficients but the one desired. This, however, has not
been studied in this manuscript and should be the subject
of further analysis in the future.

As a final comment, it is worth noting that both schemes
could be extended to three dimensions with relatively
minor changes if, for instance, the saddle coil is replaced
by an anti-Helmholtz array. In Scheme 1, the elimination
of this new field component during each projection would
be carried out at the expense of an increase in the pulse
density of the train (and a cycling of the pulsing direction).
In Scheme 2, the preparation pulses could be selected to
determine a spin distribution now expressed as a series of
spherical harmonics.

As mentioned in the introduction, there are several rea-
sons that render low magnetic field imaging an attractive
research subject. The schemes shown above demonstrate
that, contrary to what one could expect, it is indeed pos-
sible to reconstruct the spatial distribution of nuclear
magnetization, whose evolution takes place in a non-uni-
form magnetic field with zero average value. In general,
this idea can be implemented in multiple different ways
although here we have specifically considered two
schemes. In the first one, we use a pulse train that, on
average, alters the symmetry of the gradient field allowing
a spatial encoding similar to standard methods in high
fields. In the second scheme, the spatial distribution of
the spin system is described by a Fourier series and the
initial state of the sample is prepared so that the resulting
signal provides information relative to the coefficients of
this expansion.

Within the various possible frames of very-low-field
detection, our strategy could be of interest because the
absence of a more intense homogeneous field eliminates
the restrictions on the amplitude of the gradient used to
encode the spin positions (i.e., it turns the ‘concomitant
gradient problem’ obsolete). In principle, such a situation
could be advantageous because it translates into an incre-
ment of the finally attainable resolution for situations in
which, due to different reasons, the magnitude of the mag-
netic field must be small at all sites. Reduction to practice is
challenging mainly due to limitations in the currently avail-
able hardware. Preliminary experimental results, however,
have been reported [27] and will certainly be the subject
of future publications elsewhere.
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